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ABSTRACT

This paper presents a new (root-based) stemming
algorithm for Arabic language. As other natural
languages not all the words used in Arabic language has
roots, some of these are borrowed from other languages,
e.g. as the word "o %" television, so in this case the
stemmer will fail to get the right root because these
foreign words have no root. This algorithm is based on
affix removal beside a knowledge from structural
linguistics. The implementation and evaluation of this
algorithm shows a noticeable improvement in the
accuracy relative to previous algorithms.

Keywords Arabic, Stemming, Root, negative suffix,
negative prefix, Light Stemming, NLP.

1. INTRODUCTION

The Arabic language is the fifth most widely spoken
language in the world. It belongs to the Semitic family; so
it diffees from the Indo-European languages
morphologicaly, semantically, and syntactically. The
Arabic aphabet contains twenty-eight letters, always
written from right to left in cursive form. Diacritica
marks (harakat) (tashkiil JSi5) appear either above or
below the letters, and play an essentia role in many cases
in distinguishing semantically and phonetically between
two identical words with the same characters, but with
different diacritics. Diacriticd marks are used in holy
books, poems, and children’s literature; newspapers,
journas and other books for adults are usually printed
without diacritics, which means that many strings are
ambiguous. Most native Arabic words are derived from
verbal roots. Arabized words, on the other hand, mainly
nouns borrowed from other languages with a dlight
phonetic adjustment to suit the Arabic pronunciation, have
no rooty g].

All Arabic words belong to three main categories:
noun, verb or particle. Around 64% of Arabic words are
derived from triliteral verbs (three consonants), but there
are also hiliterd verbs (two consonants), quadriliteral
verbs (four consonants), and pentaliteral verbs (five
consonants). Naturally these verbs represent the roots for
which stemming algorithms typically search. This
stemming process excludes words derived from nouns and
particleq9].

A morpheme is the smallest meaningful lingual unit
which has a semantic interpretation in the grammar of a
language. There is a difference between stem and aroot, a
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stem is a morpheme o a set of concatenated
morphemes that can accept an affix, where aroot is a
single morpheme that provides the basic meaning of a
word.

Stemming might be useful to Information
retrieval systems, text dassfication systems, text
clustering systems, dictionary automation, text
compression, ... €tc.

Stemming is considered by a number of authors
as word Standardization [12]. A number of writers
thought that stemming is useful for improving
retrieval performance because it reduces variants of
the same root word to common concept, beside
reducing the size of the indexing structure because the
number of distinct index terms is reduced [3]. Other
writers are not satisfied with the concept of using
stemming in IR and Text mining [3]. Accordingly
many search engines do not adopt stemming [3].
Several common types of stemming Strategies are
discussed by Frakes. affix removal, table lookup,
successor variety, and n-grams [7]. Affix remova
strategy tries to eliminate the prefixes and suffixes.
The most important part in this strategy is suffix
removal, since most variants of terms are generated by
suffixes.

In Arabic language as with other natura
languages the stemmer may face the problem of a
negative prefix, where the prefix which diminated is
part of the word and not really a prefix. If a ssemmer
tries to strip the "3 which is a well known prefix
from the following examples, the output will be
definitely wrong, e.g. "4" Allah, "' Germany,
"4, " Brigades, "\sli" Albania, ...etc. It aso includes
other prefix such as "s" And which represents a
frequently used conjunction, e.g., stripping off ""
And from"<l45" honesty leads to awrong stem.

The negative prefix problem in Arabic language
stemmer is not restricted to the """ and " " prefixes,
but it also includes other prefixes such as """,
" mAwt | etc. The Arabic light ssemming in this
case for the term " 5" Governor will be wrong, if
the prefix "Jd\" strip off from the term. Similarly the
stems of the words "#l<" glum, "&\" Allah, "zl&"
successful, if we strip from them the prefixes ",
"M respectively. Similarly Arabic stemmers
face another problem of a negative suffix, where the
suffix in natura languages face which eliminated is
part of the word and not redly a suffix. If a stemmer
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try to strip off the "o which is awell known suffix from
the following examples, the output will be definitely
wrong, e.g. "o" To Amman, "o Japan, ...etc. Table
5 in the Appendix illustrate a number of examples.

Table lookup is the smplest strategy among the four,
it smply looks for the root of the term in the lookup table.
The performance of this strategy is highly affected by the
number of words (terms) and their root in the table, asthe
lookup tables gets larger the performance get higher too.
Large lookup tables might need a considerable storage
space. Successor variety is not straightforward as the
others, and depends on algorithms which is based on
structural linguistics and attempts to determine morpheme
boundaries. N-grams stemming searches for digrams,
trigrams or more term successive letters. This strategy isa
term clustering procedure not a stemming procedure.

The above two problems (negative prefix & negative
suffix) of Arabic stemmers leads to a wrong grammatical
root, so the accuracy of IR & Text mining systems which
rely on these stemmers will be deteriorated.

The two main problems of stemming have been
described by Chris D. Paice [12]. In the first place, pars
of etymologically related words sometimes differ sharply
in meaning [12] for example, consider "J~" ask, "<lu"
stole, and "S\u" Peace. In the second place, the
transformations involved in adding and removing suffixes
involve numerous irregularities and special cases [12].
Stemming errors are of two kinds: understemming errors,
in which words which refer to the same concept are not
reduced to the same stem, and overstemming errors, in
which words are converted to the same stem even though
they refer to distinct concepts. In designing a stemming
algorithm there is a trade-off between these two kinds of
error.

A light stemmer plays safe in order to avoid
overstemming errors, but consequently leaves many
understemming errors. A heavy stemmer boldly removes
all sorts of endings, some of which are decidedly unsdfe,
and therefore commits many overstemming errors [12].

Shereen Khoja addressed the problems that might
face the Arabic stemmer [9]:

"If the root contains a wesk letter (e.g. "i" dif, "5
waw or "¢" yad), the form of this letter may change
during derivation. To dea with this, the ssemmer must
check to see if the weak letter is in the correct form. " If
not, the stemmer produces the correct form of this weak
letter, which then gives the correct form of the root. If any
triliteral rooted verb's one of the three root |etters contains
either "I" alif (hamza, a), " 5" waaw (w) or "¢" yaa (y) then
that is defined as a wesk verb, eg. "&a3" gave, "3
found, "x=3" put, "<& stood, "i=3" promised, "gl3"
bought, "ss" came, "I 5" read. Also weak verbsincludes a
triliteral rooted verb's where the second letter is doubled
with a “shadda, e.g. "&" prepared. Shadda (Germination
mark (tashdeed)) is written above the consonant that is
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doubled, and it ook like the w shape. Strong verbis a
triliteral rooted verb's which does not have any of the
above three weak | etters.

"Some words do not have roots. For example
the Arabic equivalents of "o=~" we, "ax"
after, "<ai" under and so on. If the stemmer
comes across any of these words, it does
nothing. "

"Sometimes a root letter is deleted during
derivation. This is especialy true of roots
that have duplicate letters (e.g. the last two
letters are the same), e.g., "z=" get dressed,
"3 dandle, "U" souse, "Uk" explained,
"% " reduced, "JL" wet, ...etc. The stemmer
can detect this, and return the letter that was
removed. - If a root contains a hamza, this
hamza could change form during derivation,
eg., "J& tak, "8 stand up, ...etc. The
stemmer detects this, and returns the original
form of this hamza. "

L. S. Larkey, and M. E. Connell [11] conducted a
good study based on a modified version of Shereen
Khoja stemmer. The modified version includes a few
changes to enhance the accuracy of the stemmer.
These changes are summarized as follows:

If aroot were not found, the normalized form
would be returned, rather than returning the
origina unmodified word.

Liss of place names ae considered
"unbreakable" words exempt from stemming.

In addition to the Arabic stop word list
included in the Khoja stemmer, a script was
to remove stop phrases.

A light stemmer used to strip off definite
articles (A4, Jis, L, 5, 3 Uy Wand ) from
the beginnings of normalized words and
strips 10 suffixes from the ends of words (<,
O, e, s, 8,0, 4, 4, oy and 0).

Table 5 in the appendix shows that light
stemming leads to wrong results if it carried out
unconditionally, so we record our reservation on the
last step. Larkey, and Connell stemmer seems to be
better than its parent (Khoja stemmer).

Morphology is a branch of linguistics that
concerned with studying of the internd structure of
word forms. Semitic languages have a complex
morphology and so the Arabic language is a complex
language for stemming. Arabic stemmers have to deal
with affixes (prefixes, infixes, and suffixes), in
addition to diacritics marks (harakat), in order to get
the right root with its appropriate diacritics marks on
it. Furthermore Arabic stemmer has to dea with



Arabized words (foreign words) which have no root, and
in this case has to be excluded from stemming.

This study uses morphologica patterns to obtain the
trilateral and quadriliteral roots. The agorithm used
simply tries to extract the roat, in case there is a match
between pattern infix and word infix.

Shereen Khoja is a pioneer in this field, but
unfortunately we failed to get her origina work entitled
"Semming Arabic Text " with her colleague Roger
Garside. Leah S. Larkey and Margaret E. Connel and
others headed a team at University of Massachusetts,
Amherst to conduct a number of studies which depends
on Khoja work. Their work [10][11] represent an
improvement to Khoja work. Although their work include
an improvements to Khoja but it does not solve the
problems of negative prefix and negative suffix which
discussed before. Al-Kharashi, LA, et. Al. [2] presents
pattern based stemming for Arabic language, aso Taghva
K. et. Al. [13] used the same approach which is different
from Khoja, with an equivalent performance. Pattern
based stemming does not use root dictionary. This
approach based on matching the word with a number of
Arabic paterns to extract the root. Chen A. et. Al. [4]
conducted a study to find Arabic roots using Machine
Trandation (MT) based stemmer. Although this study
depends on Ajeeb machine trandation system, stopword
removing, dustering, light stemming, and morphological
andysis, but it does not presents a solution to the
problems of negative prefix and negative suffix. Kareem
Darwish [5] shows how to extract a root from the word,
by first removing the prefix and suffix of the word to get a
stem, then match a stem to a number of templates to get
the roat. In this study the researcher did not mention how
many templates used in comparisons, beside the absence
of an algorithm. Darwish, K. et. Al. [6] used an approach
which is similar to his previous ong[5], but with more
details about the prefixes, and suffixes being removed.
Table 6 shows the patterns used within our agorithm.

2. THE ALGORITHM

The first step of the Arabic Rooter under study is to
normalize the text. Afterward a matching is performed
between the stem and the verbad and noun patterns, in
order to obtain the root. To conduct this study, a system
(stemmer) is built to find the Arabic roots using Visual
Basic 6.0. This stemmer kept the words unchanged if it
failed to find aroot, and this anorma case when the stem
is an Arabized word or when it represent the names of
places, such as continents, regions, countries, states,
districts, cities, villages, rivers, mountains, deserts, ... €etc.

Germination mark (tashdeed) ( )
"shaddah" is placed above a consonant
letter as a sign for the duplication of the
consonant
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Table 1 shows how to get Infixes_String for each

T(i) beany term

Let LenT(i) be the length of each
term

Let n be a number of terms within a
document

Let chr(i) be the character position
within aterm

Let LenP(j) be the length of the
pattern

Let Infixes String be a string
generated manually, consisting of
the pattern, and the affix of that
pattern, eg., the stem "mblw <"
swimming pools, match with the
pattern  of "d W', so  the
Infixes_String in this case is the
string "W", where "2" lie in the first
position, and """ lie in the third
position.

Let T_String be the corresponding
string  of the word which
corresponds the string of the pattern
Infixes_String, i. e, to clarify the
idea suppose we want to find the
root of the stem "z=lws" swimming
pools, the system has to check this
word with all 5 characters patterns,
one of these pattern is "U=&", so the
and the T_String is "<«<", the
mismatch is obvious in this casg
when matching the stem with the
pattern "Usles" the Infixes String &
T_String will be"w",

of the patterns used.

Table 1. An example of patterns and their infixes,

and the position of each infix

Pattern  Infixes String Infix : Infix position

dé | 3:

Jsnia 5 1:- 4: 5

Olading g l:s 2:+ 3:a 7:9

1. Stop word removal depending on a list of
(1281) stop words consists of prepasitions,
pronouns, article and conjunction.

2. Normalization

2.1 Remove tatwedl (kasheeda) symbol ("_")
2.2 Remove punctuations using a list of

punctuation characters



2.3 Remove diacritics depending on a list of Table 2. Trace of the manual extraction of the

diacriti cs characters correct root.

3. 1f LenT(i) > 5 then Vﬁ)rigiq_?l_) l}lr?r)r?gltlze;j T_String (R_’r((.'x;; Status
HCe H : o) or ] 1 em ]
e i dus TAEa L R

Remove nitial definite article (Ju «Ji «JS) Lo U d | Wrong
End if i) | A il i A Right
Calzall Oalza (e e Right
4, IfI 'II<enT\(i)th> 4 and the final character of the T(i) t ézu‘g\ L:__,LTS il uu:\ SA'J Rigﬂt
ike"sI" then 1S S 1S S S 45 Right
Replace find """ with "s" O yall Cnddi e e g Right
End if i e - KXV Right
ko (] 0 wi ey Ol Ol ol e Wrong
5. Replaceinitial (i’ ), (1) with bare alif () s s e T Right
6. Replaceinitial (1) with barealif () ol BB L S5Y Right
- Sy with ( NE NE ¢ a K Right
7. Replacefinal (3) with (2) Al e W = Right
8. Replacefinal () with () BusAl i \ S | Wrong
: BRI BRI sy e | Wrong
9. For i R 1ton do OIS s o .
lehsa lehsa a Lk
9.1 If LenT(i) = 3then : : == Wrong
9.1.1 If T(i) ends with germination mark (tashdeed)
(") then Root(T(i)) = chr(1)& chr(2)& chr(2) Table 3 Accuracy of root extraction for three Arabic
Else return the normalized term (Stem) text files
9.1.21If LenT(i) = 3then
Root(T(i)) = T(i) Number of  Wordsnot  umber of - Number of Roots
Return Root(T(i)) words Analyzed Roots correctly
9.21fLenT(i) > 4 then 147 3 (2%) 16 (10.8%) 130 (87.2%)
9.2.1 For j 13 1 to number of patterns of length = ) :
LenT(i) do 244 7 (2.8%) 24 (9.8%) 215 (87.4%)
9.2.1.11f T_String match I nfixes String 579 19(3.3%) 33 (5.7%) 527 (91%)
then 857 26 (3%) 39 (4.6%) 791 (92.4)
9.2.1.1.1 Remove theinfix characters 1827 55 (3%) 112 (6.1%) 1663 (91%)
fromT(i)
9.2.1.1.2 Replace "" with "&"
9.21.13 Replace with v Words notoAnaIyzed
9.2.1.1.4 Replace "<" or "s" with "g" —— o )
9.2.1.1.5 Return Root (T(i)) S
E|$ 1%
Return the normalized term (Stem)
Next j
Next i
3. EVAL UATI O N MNurmnber of Roaots
detected correctly
In order to test the accuracy of our algorithm, we selected
a number of words randomly. Table 2 shows the manual Figure 1 Statistics for root extraction
trace of the execution of the above al gorithm to extract the o
roct of the selected terms. Tat?Ie 4 shows the precision, recal and the
harmonic mean (F-measure). Here we used the
Table 3 shows the strength and weekness of the precision, recall and F-measure as shown in the
above agorithm, using a small data sets containing 1,827 following formul as:
words. The system failed to andyze 55 words, since their
patterns are unknown. This failure mostly due to foreign Precison= . 0ot @
(Arabized) words. The system accepts to anayze the rest Correct +Incorrect
(1,772 words), but we found that accuracy of extracting Recall = Correct @)
theright rootsis 91%. Correct +UnAnalyzed ~ **"77""" """
£ _ 2/ Precision” Recall o ©)
Precision+ Recall

417



Table 4 shows that the system obtains about 92%
overal precision for the analyzed words, note that words
that doe not match any of the verbal and noun patterns
have been ignored as illustrated in table 6 from the
computations of the accuracy measures, because these
words are foreign words.

Table 4. Accuracy of root extraction for three Arabic

text files
Number of Precision (Accuracy §

words Recall of Analyzed word) measure
147 0.9771 0.8889 0.9309
244 0.9682 0.8987 0.9322
579 0.9652 0.9411 0.9530
857 0.9682 0.9531 0.9606
1827 0.9697 0.9204 0.9442

4. CONCLUSIONS

In order to increase the accuracy of the system, and to
reduce the probability of facing the problems of negative
suffix and negative prefix, the system shall not remove the
prefixes ("""t AT M ) and suffix (M.

Furthermore the system uses a conditional removing,
e.g., in case the term length is six or more the system will
remove the fallowing prefixes ("Jdls", "Jd=" , "d&", "Jd")
otherwise when the term length is the length is less than
six the termwill be unchanged.

As mentioned in Thabet [14] root-based dgorithm
increases word ambiguity, where many word variants
have different meaning, and this will affect the accuracy
of IR, Text mining, ...etc systems which rely on root
based stemmers. Table 5 presents a number of ambiguous
cases, one of these is the term "wlls", this can be
interpreted by the reader as parents, religion, and debt,
since this word is bare of diacritics, and it is in its own,
not within a statement. As we said the diacritics used to
distinguish the words semantically and phonetically.

Arabic stemmers can be used to enhance the
efficiency of a number of systems such as, Spell checkers,
Information retrieval systems, Text mining systems, Text
Andysis systems, Compression systems... etc.

This algorithm is incapable of extracting Arabic roots
of some imperative verbs (" ><Y J=it) that is made up of
one Arabic letter with the fact that its root being of three
letters (trilatera verbs), e.g., " "-=" , with the root of
"=4". In addition, the problem of defective roots (weak
roats) is still not solved by this algorithm. Defective roots
are roots that contain vowels ("s"<"s"<"I") which are
classified as irregular roots, since some vowels in these
roots are altered to other vowels or removed in the
derivationa process [1], eg., "' and "<." these two
words have the same meaning throw, and both of them
represent the same root. As a future research, we hope to
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solve these problems within our next enhancement to

thiswork.
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Appendix A:
Table 5: The problem of negative prefixes and
negati ve suffixes
Full Removing Full Removing Full word Removing Full word Removing
word the suffix < word the suffix ¢ the suffix ¢is the suffix ¢x»
IS EPNT B AT Ol b ) AT
el aalail sy oYl ol Ju Cppalil Al
<l sl Byl sy S Osh L O i
e leall glaall OtasY! LYl osh ds O o
S laall Jasll IS &y Ol el cpall all
<l sl sl claall oall Cysaanll uall cpdll Al
s $os sl ol Ui o s o
<Al Al olala =l & sl Cadl oS ol
cdalull pAM] oy s A OSa i O i
<l il sl RENP N Usba Gl s O
Sl ol Canzall paall Ol el (e &
sl &L Olene pae s A A ol B Ol s#
SEERS Gk Ol sie s R s S =<
<l sdll sl ol o s e >y od J
cial & s ol & salall B i Cia
<l 5 5 el ol Ozl e (el Jla
8l sl sell Ul e zo Q0% o (S lua
<Y Jd O el el Osbay (o shal Sy Ol Gleall
L8 BN BENEW Ol o Usaiaa pae U &
il ikl Ol sl sl OsSaa s (e N
<l s oL <L O sida i
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Table6: Verbal and noun patterns used within the algorithm

Full word Pattern's used

Length 3 patterns a

Length 4 patterns Db Jud Je b e Jedy Jadh Jndi Jnde Dl aleb (lad Jlad Jedl Joxd Jpn Jlad

Length Spatterns (i Mg Jab Jilad Jelia Jel 58 4luh alagd ale b Jatisi Juids Jaidy alimd Symd Ulad agles Jadl Juais
Jlria (Pl (leb (3 5lad Jriia Jniie Jsnia lad) Jeldl Jaidl Ghedl Jeii) Jri) Skl 4iled aleia Y b

Ghlxd Dlad | slad (Slab agled lglad (pelad lad (iled pgled iled Jaii ety Jadis Jladl Jlady Gpndo Jaia

Jindl Qs Gl Gy Jpnil Sy o) Jeliy Qi el JJlad Mo Jeliy Jelis Jelis Jseld o lad

Alled lad ab Allad alndl alniy alail Alai€ J52i€ Dlaie Allait it Alady il Sllaiy Sllnie Jrial Jniay

Sleld alais aleis Alady il ibd Jaid Jriid Jadid Jlad Dlad alind Juy b Jlady Jlndl Jlais Jlaie 4laid

Caledl alels

Length 6 patterns Claie 4l ¢ Madl el lelia Glelyy lelar el (Pleld e lels dlelis aleli aleldy 4l gail 4ilzio
Uledy Ulaid iled Jo gad) Jaid) Jlad) Jadind Jadivd Qi Jefise Jedind dlelia cDladl )i cDlais

Jelia Jeliad Jeliay il b Jelini Jeliy Jelits Jelite Jueldi uelie Jieldl iledl Jlaiil Ulede Ulas

siled (Dland CDlind Y gad clladal elladay (Sylad oKilad (Siled (Slad agaled (giled agilad Joadil] Jendiy

il Lledl oSladh (Slaidh (jleid Lglaid alo sal Llid Libedo Logled LaSlad | slady | shedd 41llad Ylad)  Jllad

Aleld (lilad aglled oSllad (Sllad (gllad Lllad aadlad aled (Olad adlad ladlad agledl (Sladl (Kladl

OelaiS Glleld) Gllels ellels elle s dllelyy dllelia Glleldl el | sladl Jledia Jledly Jlaits Jlait 4 sis

peleiS oS1ad€ (Slai€ (glaie pgleie aSledo (Slrdo (Sladl oSladl agledl Gladl (gledl Cglate (glaiy agleiS

Oslady Cplads Jladly (Plade (Pladi (Plady alaise 4illad (Ylad CVlad lilady hileiS chilrdo chiladl (1glai€

Cleld oy leld () s

Length 7 patterns Olaiind Cilaiind Vel o sleld o sleliy lehmin Jaiilly 4dlad Dlundi cDiads Al g2l oY srie N gria
Slelia elelia cplelia (Plelia o slelia 4ilelia adelia | lelis lillad ileils Jie lad) Jlaiind Aledine

Sl Sl aglladl Cpelladl Lelladl (elady aSndY (KIadY Lehad (elaili oSladl (Sleils Lelails oSlelia

peDhad (laing (ladind Claiine (adis (uladfi ¢)baiis Vil cfolels ilels LaSllad Logllas LeSSlad LaaMlad

Blelis elailn (Shila wSlails agladlis LeiDlad (Sl oSad) (pellad) aellad) agladli (SDLad oS (iDlnd

Gelelil ey Culelil (el ¢ lelil ¢ leliy e lil &l el o slell o el 4ol 4oy Lilelyy

cebie Cild] gl (pgilady ALl ale i) alelin alelie peleldl aglelis Sleldl Slelyy (Kleldl (Kleliy

S il (S0 i€ (S gais d gnie (el snil (il gniS (el smis ned sain ned 32 sl sni ngl yais oSl i oS gnil

Slelis wSleliS aSleld (Sleldi pglelio pglelis pgleliS aglelyy pelelli OeleliS Gelelyy Gelelii (Sl sda
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